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Why Explainable AI?
• Debugging:

• Unreliable and dirty data is common in real-world projects.
• Understanding model patterns aids in identifying discrepancies with real-world knowledge, crucial for debugging.

• Informing Feature Engineering:
• Feature engineering enhances model accuracy.
• Explainable AI provides techniques to uncover important features, especially in scenarios with numerous raw features.

• Directing Future Data Collection:
• Insights guide businesses in deciding what new types of data to collect.
• Model-based insights offer an understanding of the value of existing features, aiding in the decision to collect new data.

• Building Trust:
• Verification of model trustworthiness is essential.
• Insights aligning with general understanding of the problem build trust, especially among non-experts.

• Informing Human Decision-Making:
• While some decisions are automated, many crucial decisions are made by humans.
• Model insights are valuable for human decision-makers, often more than predictions alone.
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Tasks in Explainable AI

• Feature Importance
• Identification of the most influential features in the model's predictions.
• Enables understanding which variables have a significant impact on the 

model's decisions.

• Partial Dependence
• Understanding how the model's prediction changes by varying one feature 

while keeping others constant.
• Aids in understanding relationships between variables and predictions.

• Single Prediction Explanation
• Detailed explanation of how each feature contributes to a specific 

prediction.
• Provides insights into the decision-making process for individual instances.
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• Provided by model design: 
• Regression, Random Forest

• General methods
• Permutation importance, SHAP

• Provided by model design: 
• Decision trees, Regression 

• General methods
• SHAP, LIME

• PDPs

Methods



Feature importance: Permutation importance
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Partial Dependence Plots
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SHAP Values
• SHAP (SHapley Additive exPlanations) is a game theoretic approach to explain the output of any 

machine learning model.

• SHAP values interpret the impact of having a certain value for a given feature in comparison to 
the prediction we'd make if that feature took some baseline value.

• SHAP values do this in a way that guarantees a nice property. Specifically, you decompose a 
prediction with the following equation:

• That is, the SHAP values of all features sum up to explain why my prediction was different from 
the baseline. This allows us to decompose a prediction in a graph like this:
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SHAP Summary Plots
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SHAP Dependence Contribution Plots
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Deep Learning SHAP applications
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Part 2 – An application in precision medicine



Precision Medicine Challenge
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***

200 drugs 20k variants

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐷𝑟𝑢𝑔𝑠 𝑥 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑉𝑎𝑟𝑖𝑎𝑛𝑡𝑠 = 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐻𝑦𝑝𝑜𝑡ℎ𝑒𝑠𝑒𝑠

4M hypotheses!
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Challenge

• High number of hypothesis

• Low number of observations

• Need to achieve high precision-recall

• With an explainable model - Simple to apply

• An optimization problem (minimize)

Paper 1

Paper 2
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Challenge 1. Independent hypothesis weighting
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Results: Hub Effect in Genetic Essentiality (HUGE)
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• These “hub” aberrations lead to more 
statistically reliable SLs.

• The presence of the HUGE effect means 
that mutation has a different capability to 
define the genetic essentiality of multiple 
genes.

Acute Myeloid Leukaemia HUGE effect in DEMETER 



Thanks!
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Resources

• https://christophm.github.io/interpretable-ml-book/
• https://towardsdatascience.com/using-shap-values-to-explain-how-
your-machine-learning-model-works-732b3f40e137
• https://shap.readthedocs.io/
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